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This is a summary of changes to the spatstat package that have occurred since the publication of the book [2] in

2015. Since then, the spatstat family has grown by 59%, including 1103 new functions and 7 new datasets, and now
contains more than 180,000 lines of code. This document summarises the most important changes.
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1 Version information

The book [2], published in December 2015, covered spatstat version 1.42-0, released in May 2015.
The current versions of the spatstat family of packages (used to produce this document) are:

date package  version
2024-07-25 spatstat 3.1-1.002
2024-07-09 spatstat.geom 3.3-2
2024-07-09 spatstat.random 3.3-1
2024-07-09 spatstat.explore 3.3-1
2024-07-09  spatstat.model 3.3-1
2024-07-09 spatstat.linnet 3.2-1
2024-06-21 spatstat.sparse 3.1-0
2024-06-21 spatstat.data 3.1-2
2024-06-28 spatstat.univar 3.0-0
2024-06-17  spatstat.utils 3.0-5
2024-07-11 spatstat.local 5.1-0
2024-07-16 spatstat.Knet 3.1-0
2024-07-16 spatstat.gui 3.1-0

2 Package structure

The original spatstat package grew to be very large. It has now been split into a family of packages, to satisfy the
requirements of CRAN.

This should not affect the user: existing code will continue to work in the same way.

Typing library(spatstat) will load the familiar spatstat package which can be used as before.

2.1 Sub-packages

Currently there are ten sub-packages, called spatstat.utils, spatstat.data, spatstat.univar, spatstat.sparse,
spatstat.geom, spatstat.random, spatstat.explore, spatstat.model, spatstat.linnet, and spatstat.

e The spatstat package now contains only documentation and introductory material. It provides beginner’s intro-
ductions, vignettes, interactive demonstration scripts, and a few help files summarising the package.

e The spatstat.data package now contains all the datasets for spatstat.
e The spatstat.utils package contains basic utility functions for spatstat.

e The spatstat.univar package contains functions for estimating and manipulating probability distributions of one-
dimensional random variables.

e The spatstat.sparse package contains functions for manipulating sparse arrays and performing linear algebra.

e The spatstat.geom package contains definitions of spatial objects (such as point patterns, windows and pixel
images) and code which performs geometrical operations.

e The spatstat.random package contains functions for random generation of spatial patterns and random simulation
of models.

e The spatstat.explore package contains the code for exploratory data analysis and nonparametric analysis of
spatial data.

e The spatstat.model package contains the code for model-fitting, model diagnostics, and formal inference.

e The spatstat.linnet package defines spatial data on a linear network, and performs geometrical operations and
statistical analysis on such data.

Installing: If you install spatstat, then the system will install all the other sub-packages listed above.

Running: If you type library(spatstat) in an R session, the system will automatically load spatstat.data, spatstat.univar,
spatstat.geom, spatstat.random, spatstat.explore, spatstat.model and spatstat.linnet. It will also silently *“im-

port” spatstat.utils and spatstat.sparse. To access the functions in spatstat.utils directly, you would need to

type library(spatstat.utils). Similarly for spatstat.sparse.



2.2 Extension packages

There are also extension packages which provide additional capabilities and must be loaded explicitly when you need
them. Currently there are three extension packages, with a fourth in development:

e spatstat.local for local model-fitting,
e spatstat.Knet provides additional code for analysing point patterns on a network.
e spatstat.gui containing interactive graphics functions,

e spatstat.sphere for analysing point patterns on a sphere (under development!)

3 Precis of all changes
Here is the text from the ‘overview’ sections of the News and Release Notes for each update.

e New package spatstat.univar.

e Some functions from spatstat.geom, spatstat.random and spatstat.explore have been moved to spatstat.univar.
e packages spatstat.geom, spatstat.random and spatstat.explore now depend on spatstat.univar.
e Digits in the decimal representation of a number.

e Easier control over quadrature schemes.

e Some geometry code accelerated.

o Corrected format of gorillas dataset.

e The spatstat family no longer depends on the packages maptools, sp and RandomFields.
e geometry code accelerated.

e Spatially weighted median and quantile of mark values.

e Boyce index.

e code for fitting and simulating log-Gaussian Cox models has changed.

e New vignette on function objects (class "fv" and "envelope")

e Vignette on shapefiles temporarily removed.

e Integration of functions.

e clarkevans.test modified.

e Improvements to envelope methods.

e Conditional simulation for Matern cluster process.

e Improvements to runifpoint and rpoispp.

e Extension of distance transform algorithm.

e Improvement to progress reports.

e Suppress annoying warnings.

e Changed the calculation of standard errors in density.ppp and relrisk.ppp.

e Inline arithmetic for function tables (class "fv") and arrays (class "fasp")

e Standard error calculation for Smooth.ppp (experimental)

e multitype pair correlation functions can save numerator and denominator.

e multitype inhomogeneous J functions.

e More support for automatic bandwidth selection.



Standard errors are now available for ppm models fitted using gam.
linearKinhom and linearpcfinhom now automatically estimate the intensity.
density.1lpp accepts bandwidth selection rules, and has a simple default bandwidth.
Pair correlation functions allow more control over smoothing parameters.
Extension to support for one-dimensional smoothing kernels.
Improvements to update methods for point process models.

New update methods for classes dppm and rppm.

Generate truncated Poisson random variables.

reciprocal moment of Poisson variable conditioned to be positive.
Methods for [[ and [[<- for hyperframes.

Colour map for pH values.

Restrict a colour map to a narrower range of values.

Integral of a one-dimensional density estimate.

kppm has been accelerated when method="palm" or "clik2".

kppm can save the history of the optimisation algorithm.

Faster algorithms for simulating cluster processes.

Penalised model-fitting for Neyman-Scott cluster process models.

Index of the strength of clustering in a Neyman-Scott cluster process model.
Probability of having any siblings.

More information is printed about Neyman-Scott cluster process models.
Palm intensity diagnostic plot.

Convert several factors or factor-valued images to a common set of levels.
Extension to rjitter

Alternative to rjitter

Quantile function as a function

Periodic edge correction for K function.

Changed denominator in K function and pair correlation function.
Bandwidth selection for adaptive kernel estimation of intensity.

U-shaped and inverted-U-shaped curves in rhohat.

Radial cumulative integral of an image.

New dataset stonetools.

Regularized model-fitting in ppm and kppm.

Residuals for recursively-partitioned models.

Residuals for any observed point pattern and an estimate of its intensity.
Weighted measures and weighted integrals.

Improved approximation of intensity of Gibbs models.

Experimental code to represent (theoretical) point process models

Extract more information about a point process model.



kernel smoothing on a linear network.

linear network K function and pair correlation function based on Euclidean distance.
inhomogeneous linear network J function.

Terminal vertices of a network.

A point pattern on a network can be plotted as cross-ticks.

The interactive graphics functions iplot and istat have been removed from spatstat into a new extension package
spatstat.gui.

The packages tcltk and rpanel are no longer Suggested by spatstat.
spatstat now Imports the package spatstat.sparse.
spatstat now Imports the package spatstat.utils.
spatstat now requires the package spatstat.data which contains the datasets.
spatstat now suggests the package fftwtools.

Conditional simulation in kppm.

More diagnostics for spatial logistic regression models.
Increased numerical stability in kppm.

Simulation of the product shot noise Cox process.

Information criteria for model selection in kppm.

Estimation of the spatial covariance function of a pixel image
Modified handling of covariates in slrm

New options for weighted.quantile

Buffer tessellation

New function for jittering point patterns on a network.
Extensions to rhohat

densityfun.ppp handles query points outside original window
Extension to discretise.

Improvement to densityEqualSplit.

summary method for spatial logistic regression models

New options for distmap.psp

Improved output in summary.mppm

Increased speed for large datasets.

Variance calculations handle larger datasets.

Relative risk estimation on a network.

Leave-one-out density estimation on a network.

Add new vertices to a linear network.

More support for multi-dimensional patterns.

predict.mppm now works for multitype point process models.
Improved handling of newdata in predict.mppm

New datasets concrete and btb.



Changed default value of stringsAsFactors.

Function lengths.psp has been renamed lengths_psp.
Tessellations on a linear network can now have marks.

More functions for manipulating tessellations on a linear network.
New functions for simulating point processes on a linear network.
Nearest Neighbour Index function can now return mark values.
Index of repulsion strength for determinantal point process models.
Nearest neighbours between two point patterns in any number of dimensions.
More options for handling bad simulation outcomes in envelope.
mppm accepts case weights.

Bandwidth selectors warn about extreme values of bandwidth.

Fast kernel estimation on a linear network using 2D kernels.
Extension of Scott’s rule for bandwidth selection.

Cross-validated bandwidth selection on a linear network.

Random thinning and random labelling of spatial patterns extended to different types of pattern.
Confidence intervals for multitype K function.

Envelopes for balanced two-stage test

Extensions to adaptive intensity estimators

‘Dartboard’ tessellation using polar coordinates.

Standard error calculation for inverse-distance weighting.

Kernel estimate of intensity as a function(x,y).

Extract discrete and continuous components of a measure.
Improvements and extensions to leverage and influence code.

Plot a line segment pattern using line widths.

Find connected components of each tile in a tessellation.
Geometrical operations on distfun objects.

Join vertices in a linear network.

Distance map and contact distribution for rectangular structuring element.
Lurking variable plot for models fitted to several point patterns.
New dataset cetaceans.

Gamma correction for colour maps and image plots.

Class units has been renamed unitname to avoid package collision.
More support for tessellations.

Fixed longstanding bug in leverage and influence diagnostics.
Improvements and bug fixes for leverage and influence diagnostics.
Tighter bounding box for psp, 1pp, linnet objects.

Improved layout in plot.solist

Tools to increase colour saturation.



Connected components of a 3D point pattern.

Accelerated computations on linear networks.

Accelerated simulation of determinantal point processes.
Improved printing of 3D point patterns.

Minor corrections to handling of unitnames.

Improvements to ppm and update. ppm.

Correction to lohboot

Numerous bug fixes for linear networks code.

Now handles disconnected linear networks.

Effect function is now available for all types of fitted model.
Geometric-mean smoothing.

A model can be fitted or re-fitted to a sub-region of data.
New fast algorithm for kernel smoothing on a linear network.
Leverage and influence diagnostics extended to Poisson/Gibbs models fitted by logistic composite likelihood.
Two-stage Monte Carlo test.

Dirichlet/Voronoi tessellation on a linear network.

Thinning of point patterns on a linear network.

More support for functions and tessellations on a linear network.
Bandwidth selection for pair correlation function.

Pooling operations improved.

Operations on signed measures.

Operations on lists of pixel images.

Improved pixellation of point patterns.

Stieltjes integral extended.

Subset operators extended.

Greatly accelerated rmh when using nsave

Sufficient Dimension Reduction for point processes.
Alternating Gibbs Sampler for point process simulation.
New class of spatially sampled functions.

ROC and AUC extended to other types of point patterns and models.
More support for linear networks.

More support for infinite straight lines.

spatstat now depends on the packages nlme and rpart.
Important bug fix in linearK, linearpcf

Changed internal format of linnet and lpp objects.

Faster computation in linear networks.

Bias correction techniques.

Bounding circle of a spatial object.



Option to plot marked points as arrows.

Kernel smoothing accelerated.

Workaround for bug in some graphics drivers affecting image orientation.
Non-Gaussian smoothing kernels.

Improvements to inhomogeneous multitype K and L functions.
Variance approximation for pair correlation function.

Leverage and influence for multitype point process models.

Functions for extracting components of vector-valued objects.
Recursive-partition point process models.

Minkowski sum, morphological dilation and erosion with any shape.
Minkowski sum also applicable to point patterns and line segment patterns.
Important bug fix in Smooth.ppp

Important bug fix in spatial CDF tests.

More bug fixes for replicated patterns.

Simulate a model fitted to replicated point patterns.

Inhomogeneous multitype ' and G functions.

Summary functions recognise correction="all"

Leverage and influence code handles bigger datasets.

More support for pixel images.

Improved progress reports.

New dataset redwood3

Fixed namespace problems arising when spatstat is not loaded.
Important bug fix in leverage/influence diagnostics for Gibbs models.
Surgery with linear networks.

Tessellations on a linear network.

Laslett’s Transform.

Colour maps for point patterns with continuous marks are easier to define.
Pair correlation function estimates can be pooled.

Stipulate a particular version of a package.

More support for replicated point patterns.

More support for tessellations.

More support for multidimensional point patterns and point processes.
More options for one-sided envelopes.

More support for model comparison.

Convexifying operation.

Subdivide a linear network.

Penttinen process can be simulated (by Metropolis-Hastings or CFTP).

Calculate the predicted variance of number of points.



Accelerated algorithms for linear networks.
Quadrat counting accelerated, in some cases.

Simulation algorithms have been accelerated; simulation outcomes are not identical to those obtained from previous
versions of spatstat.

Determinantal point process models.

Random-effects and mixed-effects models for replicated patterns.
Dao-Genton test, and corresponding simulation envelopes.
Simulated annealing and simulated tempering.

spatstat colour tools now handle transparent colours.
Improvements to [ and subset methods

Extensions to kernel smoothing on a linear network.
Support for one-dimensional smoothing kernels.

Mark correlation function may include weights.
Cross-correlation version of the mark correlation function.
Penttinen pairwise interaction model.

Improvements to simulation of Neyman-Scott processes.
Improvements to fitting of Neyman-Scott models.
Extended functionality for pixel images.

Fitted intensity on linear network

Triangulation of windows.

Corrected an edge correction.

4 New datasets

The following new datasets have been added. These are now provided in the sub-package spatstat.data.

austates: The states and large mainland territories of Australia represented as polygonal regions forming a tessel-
lation.

redwood3: a more accurate version of the redwood data.
cetaceans: point patterns of whale and dolphin sightings.
concrete: air bubbles in concrete.

btb: bovine tuberculosis occurrences.

stonetools: palaeolithic stone tools and bone fragments.

5 New classes

The following new classes of objects may be of use.

traj: Trajectory (history of function evaluations) in a model that was fitted by optimisation.

metric: Class of distance metrics. An object of class metric represents a distance metric between points in two-
dimensional space. See help(metric.object).

ssf: Class of spatially sampled functions. An object of class "ssf" represents a spatial function which has been
evaluated or sampled at an irregular set of points. See help(ssf).

zclustermodel: Experimental. An object of class zclustermodel represents a Neyman-Scott cluster point process
model with specified parameter values (whereas kppm represents such a model fitted to data).

zgibbsmodel: Experimental. An object of class zgibbsmodel represents a Gibbs point process model with specified
parameter values (whereas ppm represents such a model fitted to data).



6 New Functions

Following is a list of all the functions that have been added, starting with the most recent additions.

firstdigit, lastdigit, ndigits: digits in the decimal representation of a number.

bw.abram.default: Abramson adaptive bandwidths. Default method for bw.abram, applicable to numerical vectors.
default.symbolmap.ppp: Algorithm for determining the graphical symbol map used by plot.ppp.

summary . symbolmap: Method for summary for symbol maps.

SpatialMedian.ppp, SpatialQuantile.ppp: spatially weighted median and quantile of mark values of a point
pattern.

boyce: Boyce index and continuous Boyce index.

densityAdaptiveKernel.splitppp: A method for densityAdaptiveKernel for split point patterns.
integral.fv: Compute the integral of a function object.

compileCDF: Low level utility for calculating cumulative distribution function of distance variable.

Math.fv, Complex.fv, Summary.fv, Ops.fv: Methods for arithmetic operations for function tables (class "fv")

Math.fasp, Complex.fasp, Summary.fasp, Ops.fasp: Methods for arithmetic operations for function arrays (class
"fasp")

Gcross.inhom, Gdot.inhom: Multitype G functions for inhomogeneous point processes.
Jcross.inhom, Jdot.inhom, Jmulti.inhom: Multitype J functions for inhomogeneous point processes.

summary.bw.optim, print.summary.bw.optim: Method for summary of optimised bandwidth objects (class bw.optim).
These are the objects produced by the bandwidth selection functions such as bw.diggle, bw.scott, bw.pct

psp2mask: Function as.mask.psp has been renamed psp2mask. The old function as.mask.psp still exists but will
soon be deprecated and later removed.

update.dppm: Update method for determinantal point process models.

update.rppm: Update method for recursively partitioned point process models.
[[.hyperframe, [[<-.hyperframe: Methods for [[ and [[<- for hyperframes.
pHcolourmap, pHcolour: Colour map for values of pH

restrict.colourmap: Restrict a colourmap to a narrower range of values.
integral.density: Compute the integral of a one-dimensional kernel density estimate.
as.colourmap: Extract colour information from an object.

panysib: Probability that a point in a cluster process has any siblings.

is.poissonclusterprocess: Detects whether a given model is a Poisson cluster process (which includes Neyman-
Scott processes).

traj, print.traj, plot.traj, lines.traj: Extract, print and plot the trajectory of function evaluations.
rpoisnonzero: Generate Poisson random variables conditioned to be positive.

rpoistrunc: Generate ‘truncated’ Poisson random variables, conditioned to be greater than or equal to a specified
minimum value.

recipEnzpois: Calculate the first reciprocal moment of nonzero Poisson variable.

rclusterBKBC: (Advanced use) Internal algorithm to simulate any Neyman-Scott cluster process using either the
naive, Brix-Kendall, or Baddeley-Chang algorithm.

palmdiagnose, plot.palmdiag: Palm intensity diagnostic plot for cluster process models proposed by Tanaka,
Ogata and Stoyan.



harmoniselLevels: Given several factors or factor-valued pixel images, convert them all to have the same set of
factor levels.

rexplode: “Explode” a point pattern by randomly displacing each group of duplicated points to make a circular
pattern around the original location. An alternative to rjitter.

quantilefun: Return a function that computes any quantiles of a given dataset.

bw.CvL.adaptive: Bandwidth selection for adaptive kernel estimation of intensity.

radcumint: Radial cumulative integral of an image.

Smooth.1lpp: kernel smoothing on a linear network.

residuals.rppm: Residual measure for a recursively-partitioned point process model.
residualMeasure: Residual measure for any observed point pattern and any estimate of its intensity.

linearKEuclid, linearpcfEuclid, linearKFEuclidInhom, linearpcfEuclidInhom: Linear network K function
and pair correlation function based on Euclidean distances.

linearJinhom: Inhomogeneous J function on a linear network.

terminalvertices: Extract the terminal vertices of a linear network.

bw.relrisk.1lpp: This function replaces bw.relrisklpp and is a method for the generic bw.relrisk.
measureWeighted: weighted version of a measure.

harmonicmean, harmonicsum: The harmonic mean of a set of numbers, calculated robustly.

which.min.fair, which.max.fair (in spatstat.utils): Find the location of the minimum or maximum entry in
a vector; if there are multiple minima or maxima, choose one of them at random.

hardcoredist: Extract the hard core distance of a point process model.

interactionorder: Extract the order of interpoint interaction of a point process model.

zgibbsmodel: Experimental. Create an object of class zgibbsmodel.

print.zgibbsmodel: Experimental. Print an object of class zgibbsmodel.

is.poisson.zgibbsmodel, is.stationary.zgibbsmodel: Experimental. Methods for class zgibbsmodel.
indefinteg: Numerically computes the indefinite integral of a function

framedist.pixels: Computes distance from each pixel to the enclosing rectangle.

lurking.slrm: Lurking variable plot for spatial logistic regression models.

eem.slrm: Exponential energy marks for spatial logistic regression models.

eem.ppm: Exponential energy marks for Gibbs and Poisson point process models (this function was previously called
eem).

transformquantiles: Transform the quantiles of a vector, matrix, array or pixel image.

convexmetric: Distance metric based on a convex set.

invoke.metric: Low level function to perform a desired operation using a given metric.

mean.ecdf, mean.ewcdf Calculate the mean of an empirical cumulative distribution function.

rjitter.ppp This function was previously called rjitter. It is now a method for the new generic function rjitter.
bufftess: Distance buffer tessellation

ic: Information criteria for model selection in ppm and kppm. Kindly contributed by Achmad Choiruddin, Jean-
Francois Coeurjolly and Rasmus Waagepetersen.

rPSNCP: Generate simulated realisations of the product shot noise Cox process. Contributed by Abdollah Jalilian,
Yongtao Guan and Rasmus Waagepetersen.



spatcov: Estimate the spatial covariance function of a pixel image.
summary.slrm, print.summary.slrm Summary method for spatial logistic regression models

coef.summary.slrm: Print the fitted coefficients, confidence interval and p-values for a spatial logistic regression
model.

pairMean: Compute the mean of a specified function of interpoint distance between random points in a window.
rjitterlpp: Apply random displacements to the points on a linear network.

intersect.boxx: Compute intersection of boxes in multi-dimensional space

scale.boxx, scale.ppx: Methods for scale for boxes and patterns in multi-dimensional space

shift.boxx, shift.ppx: Methods for shift for boxes and patterns in multi-dimensional space

is.boxx: Determine whether an object is a multidimensional box

relrisk.lpp: nonparametric estimation of relative risk on a network.

bw.relrisklpp: Bandwidth selection for relative risk estimation on a network.

bw.1lppl: Bandwidth selection for kernel density estimation of point patterns on a linear network, using likelihood
cross-validation.

densityfun.lpp: a method for densityfun for point patterns on a linear network.
addVertices: Add new vertices to a network, at locations outside the existing network.

lengths_psp: this is the new name of the function lengths.psp, which had to be changed because of a conflict
with the generic lengths.

densityEqualSplit: The equal-split algorithm for kernel density estimation on a network is now visible as a separate
function.

densityHeat: The heat-equation algorithm for kernel density estimation on a network is now visible as a separate
function. It has also been extended to computing leave-one-out density estimates at the data points.

hotrod: Compute the heat kernel x(u,v) on a one-dimensional line segment.

heatkernelapprox: Calculate an approximation to the value of the heat kernel on a network evaluated at the source
point, k(u,u).

is.linim: test whether an object is a pixel image on a linear network (class "linim").
rcelllpp: Simulate the cell point process on a linear network.

rSwitzerlpp: Simulate the Switzer-type point process on a linear network.
intersect.lintess: Form the intersection of two tessellations on a linear network.
chop.linnet: Divide a linear network into tiles using infinite lines.

repairNetwork: Detect and repair inconsistencies in internal data in a linnet or 1pp object.
marks<-.lintess, unmark.lintess: Assign marks to the tiles of a tessellation on a linear network.
marks.lintess: Extract the marks of the tiles of a tessellation on a linear network.
tilenames.lintess: Extract the names of the tiles in a tessellation on a linear network
tilenames<-.lintess: Change the names of the tiles in a tessellation on a linear network
nobjects.lintess: Count the number of tiles in a tessellation on a linear network
as.data.frame.lintess: Convert a tessellation on a linear network into a data frame.
repul: Repulsiveness index for a determinantal point process model.

reach.kppm: Reach (interaction distance) for a Cox or cluster point process model.

summary .dppm, print.summary.dppm: Summary method for determinantal point process models.



nncross.ppx: Nearest neighbours between two point patterns in any number of dimensions.

rthinclumps: Divide a spatial region into clumps and randomly delete some of them.

densityQuick.1lpp: Fast kernel estimator of point process intensity on a network using 2D smoothing kernel.
data.lppm: Extract the original point pattern dataset (on a linear network) to which the model was fitted.
bw.scott.iso: Isotropic version of Scott’s rule (for point patterns in any dimension).

bits.envelope: Global simulation envelope corresponding to bits.test, the balanced independent two-stage Monte
Carlo test.

extrapolate.psp: Extrapolate line segments to obtain infinite lines.
uniquemap: Map duplicate points to unique representatives. Generic with methods for ppp, 1pp, ppx
uniquemap.data.frame, uniquemap.matrix: Map duplicate rows to unique representatives

localKcross, localLcross, localKdot, localLdot, localKcross.inhom, localLcross.inhom: Multitype local K
functions.

polartess: tessellation using polar coordinates.

densityVoronoi: adaptive estimate of point process intensity using tessellation methods.
densityAdaptiveKernel: adaptive estimate of point process intensity using variable kernel methods.
bw.abram: compute adaptive smoothing bandwidths using Abramson’s rule.

coords.quad: method for coords, to extract the coordinates of the points in a quadrature scheme.

lineartileindex: low-level function to classify points on a linear network according to which tile of a tessellation
they fall inside.

markmarkscatter: Mark-mark scatterplot.
bw.CvL: Cronie-van Lieshout bandwidth selection for density estimation.
subset.psp: subset method for line segment patterns.

densityfun, densityfun.ppp: Compute a kernel estimate of intensity of a point pattern and return it as a function
of spatial location.

as.im.densityfun: Convert function(x,y) to a pixel image.
measureDiscrete, measureContinuous: Extract the discrete and continuous components of a measure.

connected.tess: Find connected components of each tile in a tessellation and make a new tessellation composed
of these pieces.

dffit.ppm: Effect change diagnostic DFFIT for spatial point process models.

shift.distfun, rotate.distfun, reflect.distfun, flipxy.distfun, affine.distfun, scalardilate.distfun:
Methods for geometrical operations on distfun objects.

rescale.distfun: Change the unit of length in a distfun object.
plot.indicfun: Plot method for indicator functions created by as.function.owin.
Smooth.leverage.ppm, Smooth.influence.ppm: Smooth a leverage function or an influence measure.

integral.leverage.ppm, integral.influence.ppm: Compute the integral of a leverage function or an influence
measure.

mean.leverage.ppm: Compute the mean value of a leverage function.
rectdistmap: Distance map using rectangular metric.
rectcontact: Contact distribution function using rectangular structuring element.

joinVertices: Join specified vertices in a linear network.



summary.ssf: Summary method for a spatially sampled function (class ssf).

unstack.tess: Given a tessellation with multiple columns of marks, take the columns one at a time, and return a
list of tessellations, each carrying only one of the original columns of marks.

contour.leverage.ppm: Method for contour for leverage functions of class leverage.ppm
lurking: New generic function for lurking variable plots.

lurking.ppp, lurking.ppm: These are equivalent to the original function lurking. They are now methods for the
new generic lurking.

lurking.mppm: New method for class mppm. Lurking variable plot for models fitted to several point patterns.

print.lurk: Prints information about the object returned by the function lurking representing a lurking variable
plot.

model.matrix.mppm: Method for model.matrix for models of class mppm.

test.crossing.psp, test.selfcrossing.psp: Previously undocumented functions for testing whether segments
CIOss.

to.saturated: Convert a colour value to the corresponding fully-saturated colour.
intensity.psp: Compute the average total length of segments per unit area.

boundingbox.psp: Bounding box for line segment patterns. This produces a tighter bounding box than the previous
default behaviour.

boundingbox.lpp: Bounding box for point patterns on a linear network. This produces a tighter bounding box
than the previous default behaviour.

boundingbox.linnet: Bounding box for a linear network. This produces a tighter bounding box than the previous
default behaviour.

"Frame<-.default": New default method for assigning bounding frame to a spatial object.
connected.pp3: Connected components of a 3D point pattern.

colouroutputs, "colouroutputs<-": Extract or assign colour values in a colour map. (Documented a previously-
existing function)

fitin.profilepl: Extract the fitted interaction from a model fitted by profile likelihood.
[<-.linim: Subset assignment method for pixel images on a linear network.

nnfromvertex: Given a point pattern on a linear network, find the nearest data point from each vertex of the
network.

tile.lengths: Calculate the length of each tile in a tessellation on a network.
text.ppp, text.lpp, text.psp: Methods for text for spatial patterns.

as.data.frame.envelope: Extract function data from an envelope object, including the functions for the simulated
data (’simfuns’) if they were saved.

is.connected, is.connected.default, is.connected.linnet: Determines whether a spatial object consists of
one topologically connected piece, or several pieces.

is.connected.ppp: Determines whether a point pattern is connected after all pairs of points closer than distance
R are joined.

hist.funxy: Histogram of values of a spatial function.

model.matrix.ippm: Method for model.matrix which allows computation of regular and irregular score compo-
nents.

harmonise.msr: Convert